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ABSTRACT 
 

 We examine the seasonal cycle of near-surface air temperature simulated by 17 

coupled ocean-atmosphere general circulation models participating in the Coupled Model 

Intercomparison Project (CMIP).  Nine of the models use ad hoc “flux adjustment” at the 

ocean surface to bring model simulations close to observations of the present-day climate.  

We group flux-adjusted and non-flux-adjusted models separately and examine the 

behavior of each class.  When averaged over all of the flux-adjusted model simulations, 

near-surface air temperature falls within 2 degrees K of observed values over the oceans.  

The corresponding average over non-flux-adjusted models shows errors up to ~6 K in 

extensive ocean areas.  Flux adjustments are not directly applied over land, and near-

surface land temperature errors are substantial in the average over flux-adjusted models, 

which systematically underestimates (by ~5 K) temperature in areas of elevated terrain.  

The corresponding average over non-flux-adjusted models forms a similar error pattern 

(with somewhat increased amplitude) over land. 

We use the temperature difference between July and January as a measure of 

seasonal cycle amplitude.  Zonal means of this quantity from the individual flux-adjusted 

models form a fairly tight cluster (all within ~30% of the mean) centered on the observed 

values.  The non-flux-adjusted models perform nearly as well at most latitudes.  In 

Southern Ocean mid-latitudes, however, the non-flux-adjusted models overestimate the 

magnitude of January-minus-July temperature differences by ~5 K due to an overestimate 

of summer (January) near-surface temperature.  This error is common to five of the eight 

non-flux-adjusted models.  Also, over Northern Hemisphere mid-latitude land areas, 

zonal mean differences between July and January temperatures simulated by the non-flux-

adjusted models show a greater spread (positive and negative) about observed values than 

results from the flux-adjusted models.  Elsewhere, differences between the two classes of 

models are less obvious.  At no latitude is the zonal mean difference between averages 

over the two classes of models greater than the standard deviation over models. 

 The ability of coupled GCMs to simulate a reasonable seasonal cycle is a 

necessary condition for confidence in their prediction of long-term climatic changes (such 

as global warming), but it is not a sufficient condition unless the seasonal cycle and long-
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term changes involve similar climatic processes.  To test this possible connection, we 

compare seasonal cycle amplitude with equilibrium warming under doubled atmospheric 

carbon dioxide for the models in our data base.  A small but positive correlation exists 

between these two quantities.  This result is predicted by a simple conceptual model of 

the climate system, and it is consistent with other modeling experience, which indicates 

that the seasonal cycle depends only weakly on climate sensitivity. 
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1. Introduction 

The simulation of the seasonal cycle of near-surface air temperature (SAT) has 

long been considered a test of climate model performance.  For example, Schneider and 

Londer (1984) point out that “every year the amount of incoming solar energy varies by a 

large fraction from winter to summer . . . [Climate system] feedback factors can be 

approximated, at least implicitly, by simply answering the following question:  How 

many degrees of surface-temperature change accompanies how many watts-per-square-

meter energy change as the sun moves its position in the sky from season to season? . . . 

By using nature’s ‘seasonal experiment,’ we can calibrate our climatic model’s internal 

response to external forcings.”  Schneider and Londer cite work as early as 1971 using the 

seasonal cycle to verify the climate sensitivity of models (Lindzen et al. (1995) review the 

same subject from a different perspective).  Seasonal changes are rapid enough that, as 

noted by Schneider and Londer, “deep oceans and other slowly varying climatic 

subsystems do not participate significantly in the seasonal experiment, so a model that 

faithfully reproduces the seasonal climatic shifts is not verified for longer-term changes 

like CO2 increases over decades.”  Nevertheless, climate models including only the upper 

layers of the ocean have been remarkably successful in simulating equilibrium climate 

states (e.g., Manabe and Stouffer, 1980; Washington and Meehl, 1984).  To first 

approximation these states may be independent of the deep ocean, in which case seasonal 

cycle amplitude and equilibrium climate sensitivity may be positively correlated. 

In this study we assess both the accuracy of the climatological seasonal cycle and 

its connection with equilibrium climate sensitivity in 17 modern coupled ocean-

atmosphere general circulation models.  These models include the full ocean and 

atmosphere, as well as sea ice, and require only boundary conditions external to the 

physical climate system such as atmospheric carbon dioxide concentration and the 

amount of solar energy incident at the top of the atmosphere.  We use model output 

complied by the Coupled Model Intercomparison Project (CMIP).  Under auspices of the 

World Climate Research Program’s Working Group on Coupled Models, CMIP has 

collected SAT and other output fields produced by 19 coupled GCMs during the later 
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1990s (Meehl et al., 1997).  All output fields are available to “diagnostic subproject” 

investigators through the WGCM CMIP Panel (to propose a subproject see the CMIP 

Web pages at http://www-pcmdi.llnl.gov/cmip).  We examined monthly mean SATs from 

17 models in CMIP Phase 1 (Table 1).  Two other CMIP1 models, not included in this 

study, directly constrain ocean surface salinity or sea ice to conform to observations. 

External forcing is held constant in the model runs considered here, simulating the 

present-day (or, in some cases, the pre-industrial) global climate.  This paper compares 

the model-simulated seasonal cycle of SAT with observed data.  Analysis of interannual 

and longer-timescale variability in CMIP models is published separately (e.g., Barnett, 

1999; Bell et al., 2000; Stouffer et al., 2000). 

Traditionally, coupled GCMs modify the exchange of heat, water and sometimes 

momentum at the ocean-atmosphere interface by “flux adjustment” (occasionally called 

“flux correction”).  A mismatch between the surface fluxes calculated by the atmospheric 

sub-model, and the fluxes the ocean sub-model requires to maintain reasonable 

conditions, can cause the simulated climate to drift into unrealistic regimes.  Flux 

adjustments correct the mismatch by adding ad hoc boundary terms to the partial 

differential equations (conservation laws for energy, mass and momentum) that describe 

the ocean and atmosphere.  All but one of the CMIP models that employ flux adjustments 

use annually periodic adjustments; the exception is ECHAM4 + OPYC3, which uses 

seasonally constant adjustments.  One might argue that for models using annually 

periodic flux adjustments, errors in the seasonal cycle of near-surface temperature are a 

statement of errors in the computation of flux adjustments and are not relevant to model 

validation.  Furthermore, the possibility that flux adjustments distort the results of climate 

change experiments is a subject of vigorous debate (e.g., Sausen et al., 1988; Kerr, 1994; 

Gregory and Mitchell, 1997). 

Of the 17 models considered here, however, eight are not flux-adjusted (Table 1).  

Thus the CMIP data base reveals that about half of modern coupled ocean-atmosphere 

GCMs refrain from using flux adjustment.  Several of these non-flux-adjusted models 

have run with useable results for ~100 simulated years or more.  (In addition, two of the 

CMIP1 flux-adjusted models, GFDL and UKMO, have recently been run in versions 
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without flux adjustment for >100 simulated years.)  The presence of several non-flux-

adjusted models in the CMIP data base allows us to quantify their seasonal cycle 

performance by asking how closely they agree with observations compared with the flux-

adjusted models.  In what follows we group flux-adjusted and non-flux-adjusted models 

separately and examine the behavior of each class. 

 

2. Methods of Analysis  

Time periods used for averaging the model results to form a seasonal cycle 

climatology include the full range available from the CMIP1 data base, which ranges 

from 24 to 1085 years (Table 1).  The only exception to this rule is the ECHAM3 + LSG 

model, from which we used just the first 400 of the total 1000 years.  (The full 1000 years 

of data were not available when this study began.)   As noted below, a sampling of results 

from the full 1000 years of ECHAM3 + LSG indicates that the time period we use makes 

little difference. 

Our procedures make no correction for secular “climate drift,” which is 

substantial for some of the models.  Figure 1 shows the globally and annually averaged 

SAT for each model as a function of time.  Initial drifts up to several degrees K per 

century are apparent, mainly occurring in non-flux-adjusted models (thick lines).  

Averaging the magnitude of linear trend over the flux-adjusted and the non-flux-adjusted 

models gives 0.24 and 1.1 K / century respectively.  The separation between the two 

populations is statistically significant (probability of such a large separation arising from 

sampling error < 0.06 from a one-sided t-test).  The figure also reveals a surprisingly large 

spread (> 5 K) in the absolute value of globally and annually averaged SAT.  This spread 

is due in part to differing definitions of SAT—e.g., 4 of the models simply take the 

temperature of the lowest model layer as SAT, while other 13 make an extrapolation from 

the lowest layer temperature—but other factors are responsible as well.  For example, 

GFDL is too cold both because of the use of the lowest model level as a surrogate for 

SAT and because its boundary layer is too diffusive (global mean sea surface temperature 

is accurate but near-surface air temperature is too cold).   
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The present study involves seasonal cycle amplitude rather than the absolute value 

of annual mean SAT.  The global mean seasonal cycle amplitude (defined below) changes 

by < 10% in all models when the climatological average over all available years is 

replaced by results from just the first year.  Global mean seasonal cycle amplitude 

changes by < 1% when the number of years in the ECHAM3 + LSG model average 

increases from 400 to 1000.  These results indicate that climate drifts do not create large 

problems for this study. 

The difference between the climatological mean January and climatological mean 

July temperatures is a good approximation to seasonal cycle amplitude.  Fourier analysis 

indicates that this approximation is quite accurate for both observed and model-simulated 

SAT (see Appendix 1).  While a cyclical phenomenon is characterized by both amplitude 

and phase, outside the tropics the seasonal cycle is characterized by a rather uniform 

phase.  The times of year in which Northern Hemisphere extratropical temperatures are 

warmest and coolest are July and January respectively, with the opposite effect applying 

to the Southern Hemisphere.  We therefore focus our attention on amplitude rather than 

phase and measure amplitude by simply taking the difference between July and January 

values.  In the tropics, the amplitude as defined above is small, and a significant 

semiannual cycle of near-surface temperature is present.  Accordingly, our method of 

analysis emphasizes the extratropics. 

We use three observed-data sets to provide a sense of observational uncertainties 

in the annual cycle of SAT.  We obtained the data of Legates and Wilmott (1990a, b) and 

the data of Shea (1986) from the NCAR Data Support Section (see Shea, 1996).  The 

third data set consists of several merged SAT observations (Gates et al., 1999, Appendix 

C).  It uses data from Jones (1988), augmented by land surface temperatures from 

Schubert et al. (1992) and by observed (AMIP) sea surface temperatures (corrected to 

SAT with observed surface-air differences from da Silva et al., 1994).  The Legates and 

Wilmott data covers the period 1920-80, the Shea data 1950-79, and the augmented Jones 

data 1979-88.  As shown below, these three observed data sets give nearly identical 

results when used to measure the seasonal cycle of SAT.  Model-processed “reanalysis” 

of meteorological observations (e.g., Kalnay et al., 1996) give results that differ 
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noticeably (though not drastically) from the observations used here.  Because the 

reanalysis procedure infers near-surface temperatures indirectly, using model-dependent 

parameterizations of processes such as the hydrologic cycle, we assume the direct 

measurements are more reliable and include only them in our study. 

 

3. Comparison of Flux-Adjusted and Non-Flux-Adjusted Models 

January, July and July-minus-January climatological temperatures are shown for 

each individual model and observed data set on the CMIP Web site at http://www-

pcmdi.llnl.gov/cmip/scc.html.  Inspection of these 60 latitude-longitude maps shows that 

all models successfully capture the observed qualitative behavior of SAT.  Here we 

summarize the results by first comparing the average over flux-adjusted models with the 

average over non-flux-adjusted models and with the observations, then examining the 

zonally averaged seasonal cycle amplitude for the individual models and observations. 

Figure 2 shows January and July SAT values averaged over both flux-adjusted 

and non-flux-adjusted models.  In both seasons, the two averages over models generally 

agree with each other to within ~5 K (the color-scale interval in the graph).  To compare 

with observed values, and to illustrate the detailed differences between the flux-adjusted 

and non-flux-adjusted models, Figure 3 shows the difference between the fields shown in 

Figure 2 and the observations of Jones.  (We chose the Jones data for this figure because 

it seemed a reasonable compromise between the lack of coverage in Shea’s data—which 

excludes all of the middle and higher latitudes of the Southern Hemisphere—and 

the inclusion in Legates’ data of areas such as Antarctica in great detail despite sparse 

local observations.  Within areas of common coverage, however, the Shea and Legates 

data sets lead to the same conclusions as Jones.)  On average, both flux-adjusted and non-

flux-adjusted models tend to underestimate SAT over land by several degrees K.  This 

problem occurs especially at high surface elevation, where the model-derived SAT may 

not accurately reflect the sub-gridscale average over mountain areas.  Since this error 

appears in both January and July, it tends to cancel when we take the difference between 

SATs for the two months.  In ocean areas the flux-adjusted models are quite accurate—as 

expected, since flux adjustment techniques are applied only to ocean grid points of 
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coupled models.  The SAT averaged over flux-adjusted models agrees with observations 

to within ±2 K at all ocean grid points.  The average over non-flux-adjusted models, in 

contrast, exhibits SAT errors up to ~6 K over large ocean areas in both hemispheres and 

seasons, especially in the Southern Ocean. 

Figures 4 and 5 show the difference between July and January SAT values for the 

two classes of models and for the Jones observations.  Figure 4 (like Figure 2) displays 

the gross situation with a contour interval of 5 K for the average over flux-adjusted 

models, the average over non-flux-adjusted models, and the observations.  This figure 

shows a general qualitative agreement among the three data sets.  The only obvious 

exception is the Southern Ocean at latitudes 50-60°S, where the average over models 

lacking flux adjustment (middle graph) overestimates the seasonal cycle amplitude by ~5 

K.  From Figure 3 it appears that this error originates from January (austral summer) SAT 

being too warm in the non-flux-adjusted models at 50-60°S.  Figure 5 confirms this error 

and also shows that the non-flux-adjusted models underestimate by > 2 K the seasonal 

cycle amplitude in the latitude range 30-40°N in ocean subtropical gyre regions 

associated with the Gulf Stream and Kuroshio currents.  (The green color code is the 

same as for the overestimate of seasonal cycle amplitude in the Southern Ocean, since the 

sign of the July-minus-January SAT difference changes between hemispheres.) 

Over land, Figure 5 shows substantial errors in July-minus-January SAT despite 

the partial cancellation of January and July SAT underestimates mentioned earlier.  

Averages over both flux-adjusted and non-flux-adjusted models show extensive land 

areas with errors > 2 K.  On average, the flux-adjusted models perform only marginally 

better than the non-flux-adjusted models over land, as expected since flux adjustments are 

directly applied only to ocean areas. 

To make a quantitative comparison of individual models and observations, Figure 

6 shows the zonal mean July-minus-January SAT for each of the 17 models and three 

observational data sets.  These longitude averages are presented separately for land areas 

and ocean areas.  The model results cluster fairly near the observations except in polar 

regions (where observations become uncertain, differences in model definitions of SAT 

are most problematic, and zonal means cover much smaller areas).  Between about 60°S 
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and 60°N, the differences among the models are greatest in Northern mid-latitude land 

areas (Fig. 6a).  Here the zonal mean July-minus-January SAT difference simulated by 

models is up to ~10 K above or below the observed values, or about ±30% maximum 

error relative to an average over models of ~30 K SAT difference.  In general the flux-

adjusted models (thin lines) have smaller errors than the non-flux-adjusted models (thick 

lines) in Northern mid-latitude land areas, even though flux adjustment is not applied 

directly over land.  (Of course wind transport couples land with ocean areas to some 

extent.)  Land areas between about 60°S and 30°N show considerably smaller errors with 

no obvious difference between flux-adjusted and non-flux-adjusted models.  In Northern 

Hemisphere tropical land areas, nearly all models slightly overestimate seasonal cycle 

amplitude, consistent with Figure 5. 

In ocean areas (Fig. 6b) the model errors are smaller in absolute terms but about 

the same in relative terms, i.e., there is roughly a ±30% maximum spread of model-

simulated July-minus-January SAT about the observed values.  Here again the flux-

adjusted models generally exhibit smaller errors than non-flux-adjusted models.  This 

behavior is most apparent for ocean areas at ~50°S, where (as discussed above) the non-

flux-adjusted models tend to overestimate the amplitude of the seasonal cycle.  At this 

latitude, Figure 6b shows that four of the five models showing the greatest overestimate 

are not flux-adjusted (thick lines).  Since the problem is common to many of the non-

flux-adjusted models, the error in the average over such models cannot be dismissed as an 

artifact of one or two egregiously “bad” cases. 

To further quantify the difference between flux-adjusted and non-flux-adjusted 

models, we took the average and the standard deviation over models from Figures 6a and 

6b, for each class of model separately.  The result (not shown) is that the average over 

flux-adjusted models and the average over non-flux-adjusted models are quite close to 

each other.  Indeed, the difference between these two averages is always less than the 

standard deviation over either class of model.  This result implies that there is little 

significant difference in zonal mean July-minus-January SAT between flux-adjusted 

models and non-flux-adjusted models.  Statistically significant differences between the 

two classes of models appear only for ocean latitudes near 50°S (as discussed above) and 
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in the tropical oceans.  In the tropical oceans, the flux-adjusted models show significantly 

smaller variance of results (i.e., inter-model scatter) than the non-flux-adjusted models.  

Elsewhere over ocean, and everywhere over land, the probability P that differences 

between the two classes of models arise by chance is > 0.1—indicating no significant 

difference—at nearly all latitudes (P < 0.1 at 10% or less of the latitudes, as would be 

expected by chance alone). 

In summary, comparison of July-minus-January SAT between flux-adjusted and 

non-flux-adjusted models shows that the former group agrees better with observations, as 

expected.  Errors distinguishing the non-flux-adjusted models include a systematic 

overestimate of seasonal cycle amplitude in the Southern Ocean and a greater range of 

disagreement with observations (compared with the flux-adjusted models) in Northern 

Hemisphere mid-latitude land areas.  These errors are generally not extreme enough to 

make the non-flux-adjusted models distinguishable from flux-adjusted models, or from 

observations, after a zonal mean over land or ocean is taken and the two classes of 

models are treated as two statistical populations. 

 

4. Implications for Model Evaluation  

Is the extent of agreement between models and observations good enough to 

increase confidence in the models’ climate-change simulations?  The answer to this 

question obviously depends on the particular use made of a model.  Surface temperature 

errors up to a few degrees K over large ocean areas could easily compromise a study of El 

Niño but might be acceptable in an assessment of global mean climate sensitivity.  

Climate sensitivity is usually measured by the equilibrium SAT response to a change in 

forcing (typically doubled atmospheric carbon dioxide).  With this application in mind, 

we consider the correlation between seasonal cycle amplitude and climate sensitivity.  As 

discussed in the Introduction, one might expect the correlation to be positive.  A more 

detailed analysis confirms this expectation but also implies that the correlation is weak 

(see Appendix 2). 

To obtain a single number for seasonal cycle amplitude, we average the peak-to-

peak amplitudes of the two hemispheres, i.e., 
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 A ≡ (<TJULY - TJANUARY>NH + <TJANUARY - TJULY>SH) / 2, 

 

where the angle-brackets indicate an area average over the Northern Hemisphere (NH) or 

the Southern Hemisphere (SH).  A is approximately the globally averaged absolute value 

of the quantity displayed in Figure 6 (i.e., A ≈ <|TJULY - TJANUARY|>GLOBAL).  It also is 

approximately equal to the globally averaged peak-to-peak Fourier amplitude of the 

annual harmonic of SAT (see Appendix 1). The observed value of A from Legates and 

Willmott (1990a,b) is 9.46 K.  (Legates and Willmott provide a globally complete data 

set.  Our other two observational sets are missing data near the poles, which complicates 

the calculation of globally integrated quantities like A.  The value from Legates and 

Wilmott is consistent with A ≈ 9.3 K, which may be obtained from Oort’s (1983) 

hemispheric-averaged tables, keeping in mind that A is measured from peak to peak.)  

Values of A for each of the models in this study are given in Table 1.  These vary by up to 

±30% from the observed A, but the averages over flux-adjusted and non-flux adjusted 

models (9.48 K and 9.42 K respectively) are within 10% of each other and the observed 

value. 

 As a measure of climate sensitivity we take ∆T2x , the equilibrium change in 

globally averaged SAT when the atmospheric concentration of carbon dioxide is doubled. 

∆T2x  may be assessed by running a coupled ocean-atmosphere model to a statistical 

equilibrium state with doubled atmospheric CO2.  This procedure, however, consumes a 

great deal of computer time because the length of the run must exceed the adjustment 

time scale of the deep ocean, several hundred years.  ∆T2x  is more typically assessed by 

running the atmosphere and sea-ice components of a climate model together with a 

simple representation of the upper “mixed layer” of the ocean.  The two procedures can 

give different results because the deep ocean includes feedback processes that can affect 

climate sensitivity (Stouffer and Manabe, 1999).  Here we consider only ∆T2x values 

assessed by an atmosphere / sea ice / mixed layer experiment.  By thus omitting slow 

feedback processes in the deep ocean (which do not affect A) from assessment of ∆T2x, 

we will presumably maximize the correlation between ∆T2x and A. 
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 An additional complication regarding ∆T2x arises from the rapid pace of climate 

model development.  In many cases the atmosphere and sea ice components of the models 

used to assess ∆T2x  are not identical to the corresponding parts of the coupled models in 

the CMIP1 data base (and used to assess A).  These cases are indicated by the notation 

*** in Table 1.  For one model (CERFACS) the difference seemed large enough to 

preclude meaningful comparison of ∆T2x and A, in the judgment of the model’s 

developers. ∆T2x is omitted in the Table for this model. 

 ∆T2x and A values from Table 1 are plotted in Figure 7.  Their correlation is weak 

but positive: r = 0.4.  The probability of the null hypothesis (that such a correlation would 

arise from a chance sample of random pairs) is 0.13.  Thus the association of ∆T2x  and A 

is statistically significant at nearly the 90% confidence level.  Linear fits of ∆T2x to A have 

positive slopes, both for the full set of models (solid line) and for the subset of models in 

which identical atmosphere and sea ice components were used to assess ∆T2x  and A 

(dashed line).  Reversing the roles of ∆T2x and A—so that A becomes the dependent 

variable—moves the lines considerably, but their slopes remain positive.  These results 

indicate that the positive sign of the correlation is robust. 

 We conclude that equilibrium climate sensitivity is one of many factors 

influencing the amplitude of the seasonal cycle, accounting for perhaps r2 ≈ 15% of its 

variance among modern climate models. 

 

5. Conclusions 

 Coupled ocean-atmosphere models produce reasonable seasonal cycles, and this 

success has been used to support their application to climate change simulations 

(Schneider and Londer, 1984).   One counterargument is that the models require arbitrary 

adjustments to simulate the seasonal cycle and other aspects of the present-day or pre-

industrial climate (e.g., Singer, 1997, p. 43).  This point of view may be unfair to flux-

adjusted models, since they do not directly constrain surface temperature over land areas.  

But in any case the oft-heard claim (e.g., Nakamura et al., 1994) that coupled ocean-

atmosphere models generally fail to simulate the current climate without ad hoc surface 

flux adjustments is now out of date.  About half of modern coupled models do not use 
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flux adjustments.  For these models the rate of global mean surface temperature drift is 

greater than that of flux-adjusted models (Fig. 1), but in many cases it is small enough to 

make century-timescale integrations useful, e.g., for assessing the effects of 

anthropogenic greenhouse gases (see Table 6.3 in Kattenberg et al., 1996).  The zonal 

mean seasonal cycle amplitudes in non-flux-adjusted models agree with observations 

nearly as well as those of the flux-adjusted models, although local values exhibit greater 

errors (Section 3).  The seasonal cycle phases are essentially indistinguishable from 

observations for both types of model (Appendix 1). 

Taken together with more general studies of model output (Gates et al., 1996;  

Lambert and Boer, 2000), these results provide additional confidence in the reliability of 

climate models.  The hard question is: how much more confidence?  In this study we find 

a small but non-negligible positive correlation between the seasonal cycle amplitude and 

the equilibrium climate sensitivity of the models.  The correlation arises because 

feedbacks involving fast-responding components of the climate system—the atmosphere, 

the ocean mixed layer and parts of the cryosphere—operate in response to seasonal cycle 

forcing as well as longer-term climate forcing.  Our result is consistent with a simple 

conceptual model of the climate system (see Appendix 2).  It is also consistent with our 

fairly limited experience correlating seasonal cycle amplitude with climate sensitivity in 

different versions of individual models.  In particular, removal of water vapor feedback in 

the COLA model (Schneider et al., 1999) reduces equilibrium climate sensitivity by about 

a factor of 2 and produces a slight (< 0.5 K) reduction of seasonal cycle amplitude at high 

latitudes (but no apparent change at lower latitudes). 

The small magnitude of the correlation between the seasonal cycle and 

equilibrium climate sensitivity indicates that significant processes are not equally 

important for both phenomena.  For example, the seasonal cycle is too fast to allow the 

ocean thermocline to respond, and water vapor and cloud processes are driven in large 

part by sea surface temperature changes, so these “atmospheric” feedbacks may differ in 

seasonal and long-term responses.  Also, the climate responds to seasonal forcing to a 

large extent through storage and dynamical redistribution of heat in the upper mixed layer 

of the ocean (never reaching equilibrium).  Global- and annual-mean climate, on the other 
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hand, may not be sensitive to either of these processes, at least in the long term.  In short, 

our results imply that an accurate seasonal cycle is important, but not by itself a sufficient 

indicator that a model contains the physical and dynamical processes appropriate for 

dependable global change simulations. 
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APPENDIX 1 

(July - January) Difference as an Approximation to Seasonal Cycle Amplitude 

 

  We demonstrate here that for both observations and model results, the difference 

between January and July climatological temperatures is an excellent approximation to 

the amplitude of the full seasonal cycle.  First, we show results for the Jones observations 

described in the main text.  (Nearly identical results are obtained from the Legates and 

Shea data sets.) Figure A1 displays both the amplitude and phase of the seasonal cycle 

determined from Fourier analysis.  For each point, the length of the arrow gives the 

amplitude and the direction of the arrow gives the phase.  An upward-pointing arrow 

indicates maximum SAT on January 1, a right-pointing arrow indicates maximum SAT 

on April 1, etc.  Wherever seasonal cycle amplitudes are large, SAT reaches a maximum 

near the month of July for the Northern Hemisphere and near the month of January for the 

Southern Hemisphere.  These phases suggest that simply taking the difference between 

July and January values would provide a reasonable approximation to the seasonal cycle 

amplitude. 

 To confirm this conclusion, we show in Figure A2 both the amplitude of the 

seasonal cycle Fourier harmonic and the climatological (July - January) difference.  Of 

course, the former quantity is positive everywhere while the latter carries a sign—to first 

approximation, positive in the Northern Hemisphere and negative in the Southern 

Hemisphere, as shown in Figure 4 in the main text.  We therefore take the absolute value 

of (July - January) SAT and divide by 2 to make this quantity directly comparable to the 

Fourier amplitude of SAT.  The agreement between the two quantities is remarkable.  The 

patterns are virtually identical, and the global mean of  | July - January | / 2 is more than 

90% of the global mean of the Fourier amplitude.  The global mean of  | July - January |, 

in turn, is quite close to the peak-to-peak seasonal cycle amplitude A defined in the text 

above.  For example, the two quantities differ by < 2% for the average over either flux-

adjusted or non-flux-adjusted models. 

There remains the question of whether the (January - July) difference is a good 

measure the of model-simulated as well as the observed seasonal cycle.  As an indication 
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of the models’ behavior, Figure A3 shows histograms of the annual mean harmonic 

components of globally averaged, model-simulated monthly SAT.  Taking the global 

average of monthly mean SAT produces a time series with a strong residual seasonal 

cycle dominated by Northern Hemisphere land temperatures.  (The Northern 

Hemisphere’s seasonal cycle is roughly twice as strong as the Southern Hemisphere’s, 

and the two are 180° out of phase.  If the two hemispheres had equally strong seasonal 

cycles, they would cancel and there would be no seasonal cycle in the global mean.) 

After taking global means, Fourier transformation gives a pair of numbers—

amplitude and phase—for each model.  These are used to construct the histograms in 

Figure A3.  Although the amplitudes show considerable variation among models, there 

are essentially no differences in the phases of the first harmonic.  The average over 

models is 7.14 and the standard deviation is 0.17 on a scale for which 7 indicates 

maximum global mean SAT in mid-July and 8 indicates maximum global mean SAT in 

mid-August.  The observed value from Legates and Willmott (1990a,b) is 7.175.  (As in 

our calculation of A, we chose Legates and Willmott’s data because it has globally 

complete coverage.)  These results support our decision to focus on the amplitude of the 

seasonal cycle of SAT and to represent it simply by the (July - January) difference. 
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APPENDIX 2 

Expected Relationship between Seasonal Cycle Amplitude and Climate Sensitivity 

 

 We may investigate this subject via the following analysis by one of us (GJB) and 

M. I. Hoffert (personal communication).  The deviation of hemispheric-average energy 

balance from its annual mean, neglecting inter-hemispheric exchange, is given by 

C
dT

dt
T t= − +α β ωcos        (1) 

Here T is hemispheric mean temperature deviation and C is effective heat capacity per 

unit area (units of J m-2 K-1), so the left-hand side of (1) gives the hemisphere’s rate of 

heat storage in W m-2.  On the right-hand side of (1), αΤ is the net negative feedback of 

the system—assumed to be a linear function of the temperature deviation—β is the 

amplitude of seasonal cycle forcing, and ω = 2π / (1 year) ≈ 2 × 10-7 s-1. 

The general solution of (1) is 

T
C

C
t C t Be t C=

+
+ + −β

ω α
ω ω α ω α/

( / )
[ sin ( / ) cos ] /

2 2
   (2) 

where B is a constant determined by the initial conditions of the problem.  Since we are 

interested in seasonal cycle equilibrium, we may assume that t is large enough to make 

the term involving B negligible.  In that case we can rewrite (2) as 

 T A t to= −( / ) cos ( )2 ω        (3) 

where 

 tan /ω ω αt Co =         (4) 

and 

 A
C

=
+

2
2 2 2 1 2

β
ω α( ) /

        (5) 

Note that A is the peak-to-peak seasonal cycle amplitude, as defined in the main text of 

this paper. 

 Climate sensitivity is the equilibrium mean temperature change ∆T caused by a 

standard increment ∆Q in annual mean forcing.  We use atmospheric CO2 doubling (∆T = 
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∆T2x and ∆Q = ∆Q2x ≈ 4 W m-2) as the standard.  Assuming that the same feedback 

processes operate as in the seasonal cycle, we have by analogy with (1) 

 0 2 2= − +α ∆ ∆T Qx x         (6) 

showing that the feedback parameter α is inversely proportional to the equilibrium 

climate sensitivity.  Eliminating α between (5) and (6) gives 

A
C

Q

C T
x

x

= +




















−

2
1 2

2

2 1 2

β
ω ω

∆
∆

/

      (7) 

which implies that A increases with increasing ∆T2x.  In particular, a plot of 1 / A2 vs. 1 / 

(∆T2x)
2 gives a straight line with positive slope. 

The strength of the interdependence between A and ∆T2x depends on the ratio 

∆Q2x / ω C∆T2x.  This ratio is less than 1 if the climate’s response time for CO2 doubling 

is greater than a year, i.e., if C∆T2x / ∆Q2x > 1 / ω.  This inequality is easily satisfied by 

parameter choices consistent with conventional wisdom about climate sensitivity and 

response time.  For example, Thompson and Schneider (1979, Appendix B) suggest that a 

reasonable value of C for the entire Earth (averaging over land and ocean areas) lies 

between about 4 × 107 and 2 × 108 J m-2 K-1, so that ∆Q2x / ω C lies between about 0.1 

and 0.5 K.  Even for the largest of these values, the relation between A and ∆T2x is weak: 

to first order 

A
C T x

≈ −




















2
1

1
2

0 5

2

2
β
ω

. K
∆

       (8) 

and the range 1.5 K < ∆T2x < 4.5 K implies a range in A of only about 5%.  These simple 

considerations suggest that the correlation between A and ∆T2x is both weak and 

nonlinear.   

In this parameter regime A is near its large-C limit 2 β / C ω, i.e., A is independent 

of ∆T2x and inversely proportional to C.  In a study applying Equation (1) to the equatorial 

oceans, Schneider (1996) termed this case the “heat storage limit”.  The amplitude β of 

hemisphere-averaged seasonal cycle forcing is approximately (S / 4) sin i = 136 W m-2, 

where S = 1360 W m-2 is the solar energy flux at the top of the atmosphere (the “solar 

constant”) and i = 23.5° is the tilt of Earth’s axis (Milankovitch, 1969).  Substituting into 
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2 β / C ω, one recovers the observed (9.5 K) value of A if C ≈ 1.4 × 108 J m-2 K-1.  This 

value of C lies within (but near the high end of) the “reasonable” range cited above. 

The phase as well as the amplitude of the seasonal cycle can be related to climate 

sensitivity.  Eliminating α between (4) and (6) gives 

tan ω ωt C
T

Qo
x

x

= ∆
∆

2

2

       (9) 

In the limit discussed above (C∆T2x / ∆Q2x >> 1 / ω), the right-hand side of (9) becomes 

large and ω to tends to π / 2.  This value indicates a phase lag of one-fourth the annual 

cycle, or 3 months, which would place the maximum and minimum hemispheric 

temperatures at the equinoxes.  Such a prediction obviously disagrees with observations 

over land but may be roughly consistent with observations over oceans and sea ice.  In 

any case, the phase lag implied by (9) is fairly robust because the inverse tangent function 

does not vary greatly at large values of its argument.  For 1.5 K < ∆T2x < 4.5 K and values 

of C within the “reasonable” range cited above, ω to differs from π / 2 by at most 21%. 

It is interesting to note the opposite, small-C limiting case of (7).  In this case 

A
T

Q

T

Q
x

x

x

x

≈ ≈ −2 2722

2

2 2

2

β ∆
∆

∆
∆

( )W m      (10) 

The seasonal cycle amplitude in this limit is independent of C and directly proportional to 

the equilibrium climate sensitivity.  In effect the seasonal cycle becomes an equilibrium 

climate response (e.g., (9) shows that the phase lag to → 0 as C → 0).  If we substitute 

∆Q2x = 4 W m-2 and 1.5 K < ∆T2x < 4.5 K, (10) implies that A lies somewhere between 

100 K and 300 K.  Clearly this limit has little connection with Earth’s climate, though 

with suitable changes of parameter values it may apply to an all-land planet such as Mars. 

Our conclusions may be compared with earlier work using simple climate models.  

North and Coakley (1979) constructed a model of zonal mean surface temperature in 

which the seasonal cycle was simulated in agreement with observation.  They found that 

albedo-temperature feedback, which increases the equilibrium climate sensitivity of their 

model, can be introduced without substantially altering the seasonal cycle.  On the other 

hand, the model of Wigley and Raper (1991) confirms the positive sign of the correlation 

between A and ∆T2x and additionally implies that their interdependence may be stronger 
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than implied by Equation (8) (T. M. L. Wigley, personal communication).  Wigley and 

Raper’s model resolves land and ocean areas into separate “boxes”, unlike the North-

Coakley type of model or the simple model used here.  Aggregating land and ocean data 

to form zonal or hemispheric means may obscure a stronger connection between ∆T2x and 

seasonal cycle amplitude over land, as suggested by the “all-land planet” limit discussed 

above.  However, on recalculating A for land areas only, we find that the correlation 

shown in Figure 7 weakens rather than strengthens.
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Table 1: Model Characteristics 

 

 

Model* 

 

Flux Adjusted? 

 

Run Length [yr] 

  

A  [K] ** 

 

∆T2x  [K] ** 

BMRC no 105 9.03 2.1*** 

CCCMA yes 150 9.16 3.5 

CCSR yes 40 10.42 3.5 

CERFACS no 40 8.19  

COLA no 50 8.78 2.4*** 

CSIRO yes 100 9.19 4.3 

ECHAM1+LSG yes 960 8.66 2.6 

ECHAM3+LSG yes 1000 8.07 2.5*** 

ECHAM4+OPYC3 yes 240 8.71 3.6*** 

GFDL yes 1000 11.69 3.7 

GISS (Miller) no 89 9.78 3.6*** 

GISS (Russell) no 98 8.53 3.6*** 

LMD+IPSL no 24 7.87 3.4*** 

MRI yes 100 9.79 4.8 

NCAR CSM no 300 9.95 2.1 

NCAR (Washington & Meehl) no 100 12.12 4.6 

UKMO HadCM2 yes 1085 8.81 4.1 

observed (Legates and Willmott)     9.50   

 
* For identification and detailed model documentation, including model definitions of 

SAT, see the CMIP Web page http://www-pcmdi.llnl.gov/modeldoc/cmip. 
** See text for definition. 
***Similar but not identical atmospheric model versions used to measure A and ∆T2x .
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FIGURE CAPTIONS 

 

Fig. 1.  Time series of globally and annually averaged SAT from the 17 models used in 

this study.  Curves are smoothed with an 11-point moving average.  Flux-adjusted-model 

model results are shown as thin lines; non-flux-adjusted model results are shown as thick 

lines.  Individual models are distinguished from one another by varying line styles (solid, 

dashed, etc.) and colors as described in the figure. 

 

Fig. 2.  Simulated January and July climatological mean SAT, averaged separately over 

flux-adjusted (left) and non-flux-adjusted (right) models. 

 

Fig. 3.  Differences between the model-simulated SAT values shown in Fig. 2 and the 

corresponding observed values from the augmented Jones dataset.  Note the nonlinear 

color scale in which error ranges double with each color interval.  Contour lines are ±2, 

±6, ±14, . . .; intervals between zero [not shown] and successive contour lines are 2, 4, 8, . 

. .). 

 

Fig. 4.  Simulated difference between July and January climatological mean SAT 

averaged separately over flux-adjusted models (top) and non-flux-adjusted models 

(middle), and the corresponding observed values from the augmented Jones dataset 

(bottom). 

 

Fig. 5.  Differences between the model-simulated and the observed values shown in Fig. 

4, for flux-adjusted models (top) and non-flux-adjusted models (bottom) .  Note the 

nonlinear color scale as in Fig. 3. 

 

Fig. 6.  Zonally averaged difference between July and January climatological mean SAT 

from the 17 models and the 3 observational datasets used in this study, averaged 

separately over land (a) and ocean (b) areas.  The line legend is the same as in Fig. 1, with 
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flux-adjusted and non-flux-adjusted models distinguished by thin and thick lines 

respectively. 

 

Fig. 7.  Seasonal cycle amplitude (A) and equilibrium global mean SAT warming due to 

doubled atmospheric CO (∆T2x) for the models.  Red points represent flux-adjusted 

models and blue points represent non-flux-adjusted models.  Least-squares linear fits are 

shown both for ∆T2x as a function of A (solid line: all models; dashed line: only models 

for which identical versions were used to assess A and ∆T2x) and for A as a function of 

∆T2x (dash-dot line: all models; dotted line: only models for which identical versions 

were used to assess A and ∆T2x).  An arrow indicates the observed value of A. 

 

Fig. A1.  Amplitude and phase of the annual harmonic of SAT from the augmented Jones 

(observed) dataset.  The arrow at lower left gives the amplitude scale in K.  See text for 

phase information. 

 

Fig. A2.  Amplitude of the annual harmonic of SAT (top) and half the absolute value of 

July-minus-January SAT difference (bottom) from the augmented Jones (observed) 

dataset. 

 

Fig. A3.  Histograms of annual harmonic amplitude (top) and phase (bottom) for the 

globally averaged monthly mean SAT time series simulated by the 17 models used in this 

study. 
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