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Introduction

• Motivation 
– What is the marine boundary layer cloud response to climate change?
– The stratocumulus to cumulus cloud transition (“the transition”) as a means to help 

answer a key question about cloud–climate feedback
• Large-eddy simulation of idealized cases (i.e., theoretical investigation)

– Idealization in the sense that only a limited range of scales is simulated
– Small-scale boundary layer view of the transition (no feedbacks with large-scale)

• This presentation discusses modeling approaches and boundary layer physics for 
spatially developing LES of the Cu to Sc transition

• Continuation of previous work
– Horizontally-homogeneous steady-state simulations at different stages of the transition

•  Chung et al. (2012)
– Boundary conditions for LES of spatially developing boundary layer 

• Inoue et al. (2014)
– Investigation of the spatially developing transition 

• Inoue et al. (in preparation)
• Model is JPL’s LES (Matheou & Chung 2014)
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The transition and mean circulation

• All transition simulations employ a significant degree of idealization 
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Figure 1 Cloud regimes in thermally direct circulations. Adapted from Arakawa (1975).

direct circulation in Figure 1. Here deep, ice-crowned, precipitating cumulus tow-
ers mediate rising motion near the equator; stratocumulus clouds veil the cold
subtropical ocean; and in-between trade-wind cumulus deepen the atmospheric
boundary layer, enhancing surface evaporation and fueling, in part, the overturn-
ing circulation. Earth’s Hadley and Walker cells are often idealized in terms of
such a figure, and as such the interplay between these types of moist convection
and the attendent large-scale circulation is a topic of considerable interest. Even
so, this is still a parochial view, both in terms of the convection itself and in terms
of the large-scale circulation in which it is embedded. A full understanding of the
baroclinic eddies of the midlatitudes, another engine of the general circulation, also
involves an understanding of moist-convective processes, as does an understanding
of orographic precipitation and atmosphere land-surface interactions. This review
is also limited in that it focuses on the statistics of fields of convecting clouds, at the
expense of the details of individual clouds or storm systems and their transient be-
havior. I also focus almost entirely on thermodynamic arguments (beginning with
a review of basic concepts and terminology in Section 2), shamelessly ignoring
the important question of the role of moist convection in transporting momentum
(see Moncrieff 1997 for a review). Nonetheless, even such a narrow view proves
adequate for organizing a great deal of recent research, and it also introduces im-
portant ways in which moist convection expresses its irreversibility—and this is
key to understanding why moist convection is many things.

2. ATMOSPHERIC THERMODYNAMICS

The language of moist convection is the idiosyncratic language of moist (atmo-
spheric) thermodynamics, where almost everything, from density, to entropy, to
moisture content, finds expression as a temperature. Although elementary, and well
covered in many texts (e.g., Iribarne & Godson 1973, Emanuuel 1994, Bohren &
Albrecht 1998), I review the main ideas here for the benefit of those with less
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Mean circulation
also see,
• Karlsson et al. (2010)
• Teixeira et al., GPCI (2011)

Instantaneous
realizations

Stevens (2005)

GOES NOAA



National Aeronautics and 
Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Why a spatially developing case?

• Lateral periodicity imposes significant restrictions on solution
– E.g., all x-means of x-derivatives must vanish

• Subtle differences between temporally and spatially developing 
turbulent flows
– Entrainment ratio in free shear layers (Dimotakis 1986)
– Homogeneous grid turbulence (Danaila et al. 1999)
– Effects of initial conditions in neutrally stratified boundary layers 

(Kozul & Chung 2014)
• “Lagrangian” transition simulations 

– Difficult to track fluid columns because of atmospheric turbulence
• shear, stretching, 3D dispersion

– Additional source terms are required to account for lateral advection and mixing
• A spatially developing case is promising in coupling boundary layer 

dynamics with large-scale circulation
– E.g., Hartmann & Michelsen (1993), Bony and Dufresne (2005), et al.
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Inflow boundary condition

• Goal is to perform an LES without 
“buffer regions,” nudging at boundaries etc...

• Use an “auxiliary” LES to supply 
inflow boundary conditions
– Steady-state horizontally-homogeneous 

boundary layers (Sommeria 1976, 
Chung et al. 2012)

– Parameters:
• SST
• Divergence (subsidence)
• large-scale 

advection  
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ers mediate rising motion near the equator; stratocumulus clouds veil the cold
subtropical ocean; and in-between trade-wind cumulus deepen the atmospheric
boundary layer, enhancing surface evaporation and fueling, in part, the overturn-
ing circulation. Earth’s Hadley and Walker cells are often idealized in terms of
such a figure, and as such the interplay between these types of moist convection
and the attendent large-scale circulation is a topic of considerable interest. Even
so, this is still a parochial view, both in terms of the convection itself and in terms
of the large-scale circulation in which it is embedded. A full understanding of the
baroclinic eddies of the midlatitudes, another engine of the general circulation, also
involves an understanding of moist-convective processes, as does an understanding
of orographic precipitation and atmosphere land-surface interactions. This review
is also limited in that it focuses on the statistics of fields of convecting clouds, at the
expense of the details of individual clouds or storm systems and their transient be-
havior. I also focus almost entirely on thermodynamic arguments (beginning with
a review of basic concepts and terminology in Section 2), shamelessly ignoring
the important question of the role of moist convection in transporting momentum
(see Moncrieff 1997 for a review). Nonetheless, even such a narrow view proves
adequate for organizing a great deal of recent research, and it also introduces im-
portant ways in which moist convection expresses its irreversibility—and this is
key to understanding why moist convection is many things.

2. ATMOSPHERIC THERMODYNAMICS

The language of moist convection is the idiosyncratic language of moist (atmo-
spheric) thermodynamics, where almost everything, from density, to entropy, to
moisture content, finds expression as a temperature. Although elementary, and well
covered in many texts (e.g., Iribarne & Godson 1973, Emanuuel 1994, Bohren &
Albrecht 1998), I review the main ideas here for the benefit of those with less
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LES domain

›huli
›t

52
›hw9u9l i

›z
2ws

›huli
›z

2 huHi ! $HQl

2C2
1

r00cp

›hFcldi
›z

, (3)

where huli[
ÐLx

0

ÐLy

0 ul dx dy/(LxLy),u9l [ ul 2 huli, huHi[
h(u, y)i, and so on. Note that hw9u9l i includes the subgrid
fluxes, and C is the clear-sky longwave radiative cooling
rate. Presently, we choose r00 5

Ð h
0 r0 dz/h, with h being

the height of the computational domain.
Before proceeding to consider the column-integrated

energy equation, the local balance of the vertical profiles
of ›huli/›t is examined. Near the cloud top the balance is
between (i) turbulent mixing, (ii) subsidence warming,
and (iii) cloudy radiative cooling tendencies, corre-
sponding to the first, second, and last term of the right-
hand side of (3), respectively. The vertical profiles of
these terms are shown in Fig. 4. At lower SSTs, turbu-
lence near the stratocumulus deck mixes both warmer
fluid down from above and colder fluid up from below,
as indicated by the shape of the two-signed turbulent

mixing tendency. These terms are balanced by longwave
cooling that is located slightly below the subsidence
warming. At higher cumulus regime SSTs, turbulence
plays only a cooling role (on average) from the pene-
tration of thermals into the free troposphere, as in-
dicated by the shape of the one-signed turbulent mixing
tendency, which is balanced by subsidence warming. In
the regime following the cloud collapse, this steady-state
balance between cooling by turbulent mixing and sub-
sidence warming is achieved through a lowering of the
boundary layer height and the smoothing of the in-
version.
We then obtain the column-integrated energy equa-

tion by integrating (3) from the surface z5 0 to h in the
free troposphere, where there is no turbulence, so that
hw9u9l ijh 5 0 and we put ws 5 2Dz as follows:

r00cph(dQl/dt)5 SHF1 r00cphD(hulijh 2Ql)

2 r00cphhuHi ! $HQl 2 r00cphC

2 hFcldij
h
0 , (4)

FIG. 2. Steady-state mean thermodynamic profiles (averaged between t 5 10 and 12 days).
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Chung et al. (2012)

~ log(z)

 

∂〈θl 〉
∂t

= − ∂〈 ′w ′θl 〉
∂z

+ zD ∂〈θl 〉
∂z

− 〈uH 〉 i∇HΘl −C − 1
ρcp

∂〈Fcld 〉
∂z

Fcld = F0 exp −α ρ
z

∞

∫ l d ′z( )

“Sommeria solutions”
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The AB method

• Often used in neutrally-stratified 
flows (e.g., Mayor et al. 2002)

• Does not perform well for stratified
flows
– Mismatch of buoyancy at boundaries
– Excessive gravity waves in domain 
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inflow and outflow boundaries allow spatially develop-
ing simulations, but they have been somewhat limited in
sampling time period or the domain depth. Mayor et al.
(2002) hypothesized that this is because of the artificial
reflection of gravity waves at the boundaries. One of the
challenges in the stably stratified ABL application of this
scheme is that it is difficult to damp or filter the undesired
wave reflection.Designing the boundary condition,which
allows flow to exit the computational domain without any
artificial effects, remains an active research topic (e.g.,
Orlanski 1976; Klemp and Wilhelmson 1978; Davies
1983; Durran 1999; Colonius 2004).
An alternative is the fringe region technique that was

first introduced by Spalart (1989) and has been em-
ployed in simulations of transitional turbulent boundary
layers (e.g., Spalart and Watmuff 1993; Nordström et al.
1999). The flow crossing the downstream boundary is
restored to the turbulence properties at the upstream
boundary; hence, the computation domain keeps the
horizontal periodicity. Despite this advantage, the fringe
method has yet to be adapted and assessed for atmo-
spheric flows. In this article, the fringe method is applied
to LES of a spatially developing ABL, specifically the
Sc–Cu transition. Although the focus is on the fringe
method, a case is repeated using the inflow–outflow
method to compare its performance in handling of the
inhomogeneous boundary conditions.

2. Description of lateral boundary schemes

The goal is to facilitate a spatial evolution of the ABL
triggered by spatially evolving climatological factors.
Two schemes are described below (see Fig. 1). The
schemes consist of two separate concurrently running
LES: domains A and B. Domain A is an LES that is
horizontally homogeneous with periodic lateral bound-
aries. Domain B is a spatially developing LES that is

inhomogeneous in the streamwise direction and allows
for spatially variable boundary conditions. Here the LES
of domain A generates the field that is used to enforce
the inflow boundary for domain B. Note that there is no
feedback from domain B to A. The periodicity is en-
forced in the y direction. The treatment of the other
lateral boundaries of domain B differs between the
fringe and the inflow–outflow method.

a. The fringe method

The fringe region in domain B is indicated by the gray
shading as shown in Fig. 1a. The ABL evolves along the
x direction inside domain B and the flow is forced back
to that of domain A within the fringe region. The region
acts as a buffer for the flow leaving the domain and also
for the upstream-propagating waves, so that the period-
icity in the x direction can be enforced. This is realized by
adding a linear damping term to the governing equations:

›fB(x, y, z, t)

›t
5NfB(x, y, z, t)1 l(x)[f(x, y, z, t)

2fB(x, y, z, t)] , (1)

where N is the spatial operator of the Navier–Stokes
equations, fB is a variable of domain B, and f is the de-
sired upstream condition. Originally, Nordström et al.
(1999) damped the disturbances using a time-independent
solution. However, the fringe method is typically robust
enough to be able to setf5 fA, the instantaneous field of
domain A. The fringe function l(x) is zero everywhere
except at the beginning of the computational domain B.
The region with nonzero l(x) is called the fringe region.
Following Nordström et al. (1999), here we choose l(x)
using the smooth function S(x) as

l(x)5 l̂

"

S

!
x2 xstart
drise

"
2S

 
x2 xend
dfall

1 1

!#

, (2)

FIG. 1. A schematic view: (a) fringe method and (b) inflow–outflow method. A blue line within the fringe region shows the shape of the
fringe function l(x).
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domain B. The simulation is then continued for an ad-
ditional 34 h until domain B reaches a statistically steady
state. The statistics are averaged between 16 and 34 h
with 10-min interval after the initialization using the
fully developed flow field from domain A.

4. Results

Figure 2 compares the cloud fraction (CF), defined
as the fraction of columns with liquid water mixing ratio
ql . 1025 kg kg21 at any level. For the case of the fringe
method, it demonstrates a continuous decrease in CF
from close to 1 to about 0.6 toward the end of the do-
main. The linear forcing term inside the fringe region,
indicated as a gray shade, successfully increases CF back
to that of stratocumulus, although the increase begins
upstream of the actual fringe region. Note that the fringe
method uses the periodic boundary condition. The CF
from a quasi-Lagrangian LES compares well with that of
the fringe method, which verifies the results of the fringe
method. The most significant difference between the two
methods is at the beginning of the domain. Even with
exactly the same inflow conditions (CF’ 1), the inflow–
outflow method causes a sharp decrease of CF. It is ob-
served that the decrease of the CF is amplified as time
integration progresses.
Figure 3a visualizes the spanwise-averagedw and qt at

the beginning of domain B. It shows the gravity waves
trapped at the inversion height that lead to the sharp

decrease of CF and the dip in the height of the inversion
within the first few kilometers. It is evident fromFigs. 3b,c
that the flow properties are forced back to those of
domainAwithin the fringe region. Another pronounced
feature is the strong positive vertical velocity close to the
fringe region (x’21 in Fig. 3c). As a result, larger total
watermixing ratio and lower potential temperature at the
lower ABL are convected upward, and produce more
liquid water, which causes the increase of CF. It indicates

FIG. 2. Cloud fraction for the fringe method (black) and inflow–
outflow method (red); and SST (blue) along the streamwise di-
rection within domain B. SST increases from 294 to 296K. The
vertical lines indicate the locations where the vertical profiles are
taken, specifically at x 5 19.20, 39.68, 60.16, 80.64, and 101.12 km.
The shaded areas indicate the regions contaminated by the fringe
method: the fringe region (gray) and upstream effect of the fringe
region (yellow); and a horizontally homogeneous LES (purple)
where time was converted to distance by use of a mean advection
speed (3.0m s21).

FIG. 3. Snapshots of the vertical velocity w (color) and the total
water mixing ratio qt [contours at 0.5 (g kg21) intervals]. Data are
averaged over the y direction. (a) First Lx,A of domain B from the
inflow–outflow method, (b) domain A, and (c) first Lx,A and last
Lx,A/3 of domain B from the fringe method, where Lx,A is the
length of domain A. The fringe forcing is applied within the re-
gion indicated by the blue arrow.
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rection within domain B. SST increases from 294 to 296K. The
vertical lines indicate the locations where the vertical profiles are
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where time was converted to distance by use of a mean advection
speed (3.0m s21).

FIG. 3. Snapshots of the vertical velocity w (color) and the total
water mixing ratio qt [contours at 0.5 (g kg21) intervals]. Data are
averaged over the y direction. (a) First Lx,A of domain B from the
inflow–outflow method, (b) domain A, and (c) first Lx,A and last
Lx,A/3 of domain B from the fringe method, where Lx,A is the
length of domain A. The fringe forcing is applied within the re-
gion indicated by the blue arrow.

SEPTEMBER 2014 I NOUE ET AL . 3421

inflow plane 

meridionally-averaged vertical velocity 



National Aeronautics and 
Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

The fringe method

• Fringe method produces a smooth inflow condition
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inflow and outflow boundaries allow spatially develop-
ing simulations, but they have been somewhat limited in
sampling time period or the domain depth. Mayor et al.
(2002) hypothesized that this is because of the artificial
reflection of gravity waves at the boundaries. One of the
challenges in the stably stratified ABL application of this
scheme is that it is difficult to damp or filter the undesired
wave reflection.Designing the boundary condition,which
allows flow to exit the computational domain without any
artificial effects, remains an active research topic (e.g.,
Orlanski 1976; Klemp and Wilhelmson 1978; Davies
1983; Durran 1999; Colonius 2004).
An alternative is the fringe region technique that was

first introduced by Spalart (1989) and has been em-
ployed in simulations of transitional turbulent boundary
layers (e.g., Spalart and Watmuff 1993; Nordström et al.
1999). The flow crossing the downstream boundary is
restored to the turbulence properties at the upstream
boundary; hence, the computation domain keeps the
horizontal periodicity. Despite this advantage, the fringe
method has yet to be adapted and assessed for atmo-
spheric flows. In this article, the fringe method is applied
to LES of a spatially developing ABL, specifically the
Sc–Cu transition. Although the focus is on the fringe
method, a case is repeated using the inflow–outflow
method to compare its performance in handling of the
inhomogeneous boundary conditions.

2. Description of lateral boundary schemes

The goal is to facilitate a spatial evolution of the ABL
triggered by spatially evolving climatological factors.
Two schemes are described below (see Fig. 1). The
schemes consist of two separate concurrently running
LES: domains A and B. Domain A is an LES that is
horizontally homogeneous with periodic lateral bound-
aries. Domain B is a spatially developing LES that is

inhomogeneous in the streamwise direction and allows
for spatially variable boundary conditions. Here the LES
of domain A generates the field that is used to enforce
the inflow boundary for domain B. Note that there is no
feedback from domain B to A. The periodicity is en-
forced in the y direction. The treatment of the other
lateral boundaries of domain B differs between the
fringe and the inflow–outflow method.

a. The fringe method

The fringe region in domain B is indicated by the gray
shading as shown in Fig. 1a. The ABL evolves along the
x direction inside domain B and the flow is forced back
to that of domain A within the fringe region. The region
acts as a buffer for the flow leaving the domain and also
for the upstream-propagating waves, so that the period-
icity in the x direction can be enforced. This is realized by
adding a linear damping term to the governing equations:

›fB(x, y, z, t)

›t
5NfB(x, y, z, t)1 l(x)[f(x, y, z, t)

2fB(x, y, z, t)] , (1)

where N is the spatial operator of the Navier–Stokes
equations, fB is a variable of domain B, and f is the de-
sired upstream condition. Originally, Nordström et al.
(1999) damped the disturbances using a time-independent
solution. However, the fringe method is typically robust
enough to be able to setf5 fA, the instantaneous field of
domain A. The fringe function l(x) is zero everywhere
except at the beginning of the computational domain B.
The region with nonzero l(x) is called the fringe region.
Following Nordström et al. (1999), here we choose l(x)
using the smooth function S(x) as

l(x)5 l̂
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FIG. 1. A schematic view: (a) fringe method and (b) inflow–outflow method. A blue line within the fringe region shows the shape of the
fringe function l(x).
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domain B. The simulation is then continued for an ad-
ditional 34 h until domain B reaches a statistically steady
state. The statistics are averaged between 16 and 34 h
with 10-min interval after the initialization using the
fully developed flow field from domain A.

4. Results

Figure 2 compares the cloud fraction (CF), defined
as the fraction of columns with liquid water mixing ratio
ql . 1025 kg kg21 at any level. For the case of the fringe
method, it demonstrates a continuous decrease in CF
from close to 1 to about 0.6 toward the end of the do-
main. The linear forcing term inside the fringe region,
indicated as a gray shade, successfully increases CF back
to that of stratocumulus, although the increase begins
upstream of the actual fringe region. Note that the fringe
method uses the periodic boundary condition. The CF
from a quasi-Lagrangian LES compares well with that of
the fringe method, which verifies the results of the fringe
method. The most significant difference between the two
methods is at the beginning of the domain. Even with
exactly the same inflow conditions (CF’ 1), the inflow–
outflow method causes a sharp decrease of CF. It is ob-
served that the decrease of the CF is amplified as time
integration progresses.
Figure 3a visualizes the spanwise-averagedw and qt at

the beginning of domain B. It shows the gravity waves
trapped at the inversion height that lead to the sharp

decrease of CF and the dip in the height of the inversion
within the first few kilometers. It is evident fromFigs. 3b,c
that the flow properties are forced back to those of
domainAwithin the fringe region. Another pronounced
feature is the strong positive vertical velocity close to the
fringe region (x’21 in Fig. 3c). As a result, larger total
watermixing ratio and lower potential temperature at the
lower ABL are convected upward, and produce more
liquid water, which causes the increase of CF. It indicates

FIG. 2. Cloud fraction for the fringe method (black) and inflow–
outflow method (red); and SST (blue) along the streamwise di-
rection within domain B. SST increases from 294 to 296K. The
vertical lines indicate the locations where the vertical profiles are
taken, specifically at x 5 19.20, 39.68, 60.16, 80.64, and 101.12 km.
The shaded areas indicate the regions contaminated by the fringe
method: the fringe region (gray) and upstream effect of the fringe
region (yellow); and a horizontally homogeneous LES (purple)
where time was converted to distance by use of a mean advection
speed (3.0m s21).

FIG. 3. Snapshots of the vertical velocity w (color) and the total
water mixing ratio qt [contours at 0.5 (g kg21) intervals]. Data are
averaged over the y direction. (a) First Lx,A of domain B from the
inflow–outflow method, (b) domain A, and (c) first Lx,A and last
Lx,A/3 of domain B from the fringe method, where Lx,A is the
length of domain A. The fringe forcing is applied within the re-
gion indicated by the blue arrow.
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Boundary conditions in stratified flows are challenging
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subsidence
LS advection 

no subsidence
no LS advection 

3 km

 km

Δx = 40 m 
Δz = 20 m 

Sc cloud

fringe region 
Meridionally-averaged potential temperature

constant SST

• Mismatch and incompatibilities at the boundary can excite gravity waves
– Strong inversion and very weak coupling with free troposphere in Sc-topped BL

•  Good cloud structure and turbulence 
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Transition in a 400 km-long domain
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Cloud cover
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Stratus Cu under Sc Cumulus

SST = 294 + 2 ×10−5 x (K)
D =  9 ×10−6 (1/s)
No precipitation allowed
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400 km-long domain – profiles
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Figure 2: Liquid water potential temperature
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Figure 4: Total water mixing ratio
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Figure 3: Liquid water mixing ratio

4

• 8 profiles at:
– 50 km x-increments, or 
– 0.5 K SST-increments (294 – 298 K)
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Energy budget

• Following Chung et al. (2012): horizontally-homogeneous steady-state LES
• Horizontally-averaged energy equation:

• Integrate from 0 to h (h > boundary layer)

• Radiative cooling

• Dominant balance

• Relation to lower tropospheric stability (LTS)

12700-hPa potential temperature and the SST, consistent
with Klein and Hartmann (1993). LTS can be loosely
understood based on the physical reasoning that a
stronger stable inversion traps moisture more effec-
tively in the boundary layer, increasing the relative
humidity and hence assisting in the formation of clouds
(e.g., Wood and Bretherton 2006). However, a quan-
titative formal and precise derivation of the empirical
LTS relation is still lacking. In this context, the relation
illustrated by (6) is a first-principles derivation of the
LTS relation: (6) is based on a vertically integrated
steady-state analysis of the energy equation that con-
tains the LTS linear relation as a first-order approxi-
mation. Relation (6) is broader than the empirical
linear LTS relation since it relates CF to not only the
difference between huij700hPa and the SST but also to the
divergence, the cloud-top longwave radiative flux, and
the overall vertical structure of huli.
Another method to quantify the cloud radiative

cooling term is to use the probability density function
(pdf) of LWP. Since the LWP is always positive, we use
a gamma function pdf as follows:

pG(x;m, g)5 (gx/m)g21 e2g(x/m)

(m/g)G(g)
, (8)

where m is the mean, g5 (m/s)2 is the homogeneity, and
s is the standard deviation. This form is also supported
by observed pdfs reported by Wood and Hartmann
(2006). Using m and g computed from the LES, we can
now evaluate the radiative cooling term by integrating
over the pdf

hFcldij
h
0 5F0h12 e2aLWPiG [F0

ð‘

0
(12 e2ax)pG(x) dx

5F0[12 (11 amLWP/g)
2g] . ð9Þ

The quality of this approximation given the mean and
homogeneity of LWP can be assessed from Table 3.
From (9) and the dominant balance described earlier,
we can also infer that

h12 e2aLWPiG } r00cphD(hulijh 2Ql)/F0 , (10)

which is plotted in Fig. 5. A robust relation between this
nonlinear function of mLWP and g and the subsidence is
apparent as well.
The analysis presented shows that the underlying

physics—that of the dominant balance between the
change in cloud-top radiative cooling and the change in
subsidence warming—is robust to the different mea-
sures of cloudiness, either (i) CF or (ii) mLWP and g. The
integrated form of the energy equation (6) is fairly ro-
bust to fine details of the boundary layer structure since
only the integrated quantity Ql is needed; indeed, this
fact may explain the success of the LTS relation, even
with noisy observational data.
The surface latent heat flux (LHF) is essential in

modulating the boundary layer structure in the sub-
tropics; indeed, it has been suggested that LHF plays
a key role in the stratocumulus to cumulus transition
(Bretherton and Wyant 1997; Chung and Teixeira 2012).
But because we are integrating the energy equation
written in terms of the moist conserved variable ul, the

FIG. 5. Diagnosed CF from dominant balance in integrated steady-state energy budget:D5 83 1026 s21 (squares)
and 9 3 1026 s21 (circles).
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∂〈θl 〉
∂t

= − ∂〈 ′w ′θl 〉
∂z

+ zD ∂〈θl 〉
∂z

− 〈uH 〉 i∇HΘl −C − 1
ρcpπ

∂〈Fcld 〉
∂z

 

ρ00cph
dΘl

dt
= SHF + ρ00cphD(〈θl 〉h −Θl )

− ρ00cph〈uH 〉 i∇HΘl − ρ00cphC − 〈Fcld 〉h

〈Fcld 〉h = F0 〈1− e
−αLWP 〉 ≈ F0 CF

 〈θl 〉h −Θl ∼ 〈θl 〉h − (〈θl 〉h + SST) / 2 ∼ 〈θl 〉h − SST ≡ LTS

 CF  ∼ ρ00cphD(〈θl 〉h −Θl ) / F0
LES
squares: D = 8 ×10−6 1/s 
circles:   D = 9 ×10−6 1/s
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Storage term for spatially developing LES
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Figure 9: Column-averaged energy budget, the storage term; ρ00cph (dΘl/dt) (black).
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Figure 9: Column-averaged energy budget, the storage term; ρ00cph (dΘl/dt) (black).
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Figure 9: Column-averaged energy budget, the storage term; ρ00cph (dΘl/dt) (black).
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Cloud cover vs boundary layer warming 
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Summary and conclusions

• Implemented and verified a fringe method to allow for spatially developing 
large-eddy simulations of atmospheric boundary layers
– Boundary conditions for stably stratified flows are challenging

• The Sc to Cu cloud transition was simulated in domains up to 400 km

• Simulations with variable SST increase rate

• Steady-state spatially developing LES reproduces observed and previously 
modeled Lagrangian transition characteristics

• Increase in SST is solely sufficient to cause the transition 
– Corroborates previous models and LES results, e.g., Sandu & Stevens (2011)

• Simulations show gradual decrease in cloud cover, rather than a sudden 
transition

• Simulations indicate the importance of the energy storage term
– Spatially variable
– Collapse of cloud cover data

15
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Backup

16



National Aeronautics and 
Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

• NCEP SSTs along the transect during JJA 2003 from Karlsson et al. (2010)

17

at which the largest RH gradient, between the surface
and 700 hPa, is found.

3. Results and discussion

The vertical distributions of all 1 3 1 km2 MISR
CTHs retrieved during JJA 2003 for the northern part of
the transect (328–208N) are shown in Fig. 4. This part of
the GPCI transect comprises the region of solid stratus
as well as where the stratus-to-cumulus transition (SCT)
in general occurs. The distributions have been normal-
ized by the total number of samples at each transect
point. The mean cloud-top height increases as one moves
southward, from 969 m at 328N to 1806 m at 208N. This
indicates a comparable increase in the mean BLH since
the cloud-top height is expected, at least in the stratocu-
mulus region, to coincide with the subsidence inversion
and thus represent the BLH. While the mean cloud-top
height increases southward, the distributions also widen
during the SCT (Fig. 4), indicative of a weakening of
the subsidence inversion and warmer SSTs enhancing
the turbulent surface fluxes and convective updrafts. Al-
though the seasonal trend in SST during the analyzed
period is larger in the northern part of the GPCI transect
(Fig. 3), possibly implying a similar behavior of the CTH
variability, the widening of the distributions (Fig. 4)
rather indicates that more convective situations are as-
sociated with larger variability.

The fact that the distributions tend to be multimodal is
partly attributable to temporal variability in the retrieved
CTHs between different MISR overpasses (not shown).
This is especially true for the 238 and 208N points (Fig. 4),
which only have a modest number of overpasses (5 and 7,
respectively) with retrieved wind-corrected CTHs. For

the boxes centered at 328, 298, and 268N the numbers of
satellite passages with retrieved wind-corrected CTHs
during JJA 2003 are 16, 15, and 14, respectively (see
leftmost numbers in Fig. 1). Multilayer cloud scenes are
a challenge for the MISR wind retrieval (Moroney et al.
2002), and an increased number of these events at 238 and
208N as well as a smaller number of good-quality orbits
could be the reason why fewer overpasses have wind-
corrected CTHs.

Figure 5a shows the modeled and observed BLH es-
timate based on the pressure at which the maximum
vertical RH gradient with respect to pressure is found as
a function of latitude along the transect. In Fig. 5b the
latitudinal evolution of the BLH estimate in each of
the individual models is shown. All individual models,
the ECMWF analysis, and the AIRS data show an ex-
pected southward increase in this BLH estimate from
358 to 208N. This is also the part of the transect where the
most solid cloud deck is found (cloud cover above 50%;
see Fig. 1) and where the stratus-to-cumulus transition is
expected to take place. The median-model ensemble
value shows a good agreement with the ECMWF anal-
ysis in this region (and with AIRS from 358 to around
258N), where the BLH evolves, according to the vertical
location of the main RH inversion, from around 950 hPa
at 358N to around 850 hPa at 208N. These values are
consistent with previous observational estimates from in
situ measurements (Schubert et al. 1995) and GPS radio
occultation satellite observations (von Engeln et al.
2005). Despite the apparent good agreement in terms of
the median-model ensemble, the variability between
models in mean BLH is too large: at places the differ-
ence between the maximum and minimum model values
is as large as the BLH itself.

The median-model BLH estimate based on the RH
inversion (Fig. 5a) decreases southward from 188N and
reaches a minimum at the ITCZ, which during the an-
alyzed period is located around 58–108N. However, a
couple of models as well as the ECMWF analysis show
a fairly constant BLH from 188N to the ITCZ (Fig. 5b).

An important characteristic of the evolution of BLH
is the fact that there is little change south of around 208N
in the ECMWF analysis, AIRS, and a couple of models.
Again this is consistent with some previous observations
(von Engeln et al. 2005) and was highlighted by Schubert
et al. (1995) to contrast previous perceptions of a more
dramatic deepening of the trade wind inversion equa-
torward (see, e.g., Fig. 14.7 in Emanuel 1994). The lower
and close-to-constant values of the BLH south of 208N
in the AIRS data (Fig. 5a) can be mostly attributed to
the coarse vertical resolution of this particular dataset
version. The fact that data show the trade wind inversion
to be found almost exclusively between 925 and 850 hPa

FIG. 3. NCEP SSTs along the transect during JJA 2003. Black
indicates 1 Jun, and the lightest gray indicates 31 Aug. The time
difference between the lines is 6 h.
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