
Exploring Cloud Feedbacks 
in Shallow Cumulus Clouds

Peter Blossey and Chris Bretherton 
University of Washington

Thanks to NSF and CMMAP for support and to Marat for sharing SAM. 
Thanks also to Louise Nuijens and her colleagues at MPI, Barbados 
and elsewhere for their observations that helped inspire this work.

Ba
rb

ad
os

 C
lo

ud
 O

bs
er

va
to

ry
 (M

PI
)

Ba
rb

ad
os

 C
lo

ud
 O

bs
er

va
to

ry
 (M

PI
)



How do we expect clouds to
change with climate in the trades?
Bony et al (2015, Nature Geoscience):
  “Feedbacks from clouds in the planetary boundary 
layer over oceans (Fig. 1), which make one of the 
largest contributions to inter-model spread in 
climate sensitivity, seem to be driven largely by 
mixing of the lower troposphere by shallow 
convection [Refs]; 
in a warmer climate, these processes are expected to 
dry the marine boundary layer over the vast 
expanse of the tropical oceans, reducing the low-
cloud amount and the Earth’s albedo in a way that 
amplifies warming.” 



Rieck,Nuijens & Stevens (2012)
• One-day simulations of RICO inter comparison case, along with 

uniform warming of SST/theta by 2K and 8K. 
• Warmer runs are deeper, drier and less cloudy. 
• Changes attributed to: 

- More energetic convection due to increased surface fluxes,  
- stability changes driven by increased Δq across inversion.

Case Cloud
Cover

CTL 12.2

+2K 11.2

+8K 10.5

then decreases sharply with height over a distance of a
few hundred meters, thereafter maintaining a relatively
constant value of about 0.02 through what we call the
cumulus layer, until a height of about 2 km, where the
domain averaged liquid water reaches a maximum. Above
this height temperature increases and humidity decreases
(not shown), resulting in a sharp decrease in cloudiness
and defining the top of the trade wind layer. Above
a height of about 3 km no further cloud is present.

As temperature increases the domain-averaged liquid
water specific humidity decreases within the bulk of the
cumulus layer, mostly as a result of a smaller cloud frac-
tion (Fig. 4). The changes in cloud water are less evident
in the vertically integrated quantities, which are exam-
ined as a function of time in Fig. 5. The cloud cover, av-
eraged over the last 6 h of the simulation, decreases from
12.2 in the CTL to 10.5 in the 18 K simulation (11.2 in the
12 K simulation). Overall the general tendency of the
12 K and 18 K simulations is similar, but more marked in
the 18 K simulation.

From the mean profile of liquid water there is little
evidence of a liquid water lapse-rate effect manifesting
itself. Because the mean profile is influenced by the
cloud fraction, which tends to decrease as temperature
increases, it proves useful to conditionally sample the
clouds to see if the in-cloud liquid water profile hqc

‘(z, t)i
is influenced by temperature.

Through the bulk of the cloud layer, there is a slight
increase in the liquid water lapse rate, as measured by
the vertical gradient of hqc

‘(z, t)i for the simulations at
higher temperatures (Fig. 6). For reference the adiabatic
lapse rates are also plotted. The picture is complicated
because hqc

‘(z, t)i behaves differently within the cumulus
layer as compared to the inversion layer where the stability

increases markedly and the relative humidity and cloud
amount drop sharply. In the upper (inversion) layer the
liquid water is much more adiabatic, reflecting the greater
fraction of mixtures that are subsaturated and thus are
not able to bias the sampling toward drier values. To
quantify the change in the lapse rate in the conditionally
sampled profile, we average the lapse rate of hqc

‘(z, t)i
over the lower 1 km (of clouds) of each simulation and
denote changes in the lapse rates defined in this manner
by ~f . Comparing the 12 K and 18 K simulations to the
control simulation yields values of ~f 5 3.6% and 2.1%
K21, respectively. Recall that theoretical considerations
predicted f ’ 1.5% K21 for the range of temperature
changes considered here. Thus the simulated values of
~f are of the expected order of magnitude; lack of more
quantitative agreement with the theory is perhaps not
surprising given the other changes in the cloud layer.

Although by design the CTL, 12 K, and 18 K simu-
lations have the same initial relative humidity profile,
the ongoing dynamics affect the distribution of relative

FIG. 4. Profiles of domain-averaged (left) liquid water and (right)
cloud fraction for the control (black), 12 K (dark gray), and 18 K
(light gray) simulations. Each profile is based on the final 4 h of
a 24-h simulation.

FIG. 5. Temporal evolution of the (top) liquid water path and
(bottom) cloud cover for the control (black), 12 K (dark gray), and
18 K (light gray) simulations. The ordinate displays an average
value for the final 4 h of each simulation.

FIG. 6. Profiles of conditionally and time-averaged (left) cloud
water hqc

‘i and (right) relative humidity for the control (black),
12 K (dark gray), and 18 K (light gray) simulations. Dashed lines
in the left panel correspond to the adiabatic lapse rates; dotted line
in right panel indicates initial relative humidity profile.
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a three-dimensional grid using the Runge–Kutta
third-order method for advancing quantities in time.
Additionally, a conservation law for scalar quantities,
an equation of state, and a model for the subgrid
fluxes/stresses are used to close the system of equa-
tions. The model operates with constant horizontal
and stretchable vertical grid spacing. Subgrid fluxes
for scalars and momentum are modeled using the
Smagorinsky–Lilly approach Lilly (1967). Sea surface
temperatures are held constant and surface fluxes are
formulated using a bulk aerodynamic law (Fairall
et al. 2003), such as Eq. (6), with V given by CdkUk,
where Cd is a bulk aerodynamic coefficient de-
termined from similarity theory and kUk denotes the
surface wind speed at each grid cell. This surface-flux
parameterization was found to approximate the fluxes
well that were measured during the RICO campaign
(Nuijens et al. 2009). Here we use a simple saturation
adjustment for the microphysics, and a specified
cooling rate in lieu of radiation. Using the saturation
adjustment scheme as a microphysical representation
limits our considerations to nonprecipitating clouds.

The model domain is fixed over a central latitude of
188N. Simulations are performed using the same grid
structure chosen by vanZanten et al. (2011), a doubly
periodic square horizontal grid measuring 12.5 km on
a side with an isotropic horizontal grid spacing of 100 m.
The vertical is spanned by a uniform grid with 40-m grid
spacing over 5-km depth. All simulations performed are
24 h long with a maximum time step of 4 s.

The statistics that we present are domain-averaged
profiles of cloud variables (averaged over the last 6 h of
24-h simulations) or time series of domain-averaged
variables at a temporal resolution of 30 s. At the end of
24 h the simulations have not reached equilibrium,

although during the analysis period they are evolving
only slowly with time. Longer simulations using the
RICO forcing suggest that the cloud layer will continue
to slowly deepen in time. In reality this tendency toward
an ever deeper layer should increasingly be countered
by enhanced advective drying and warming at cloud top.
These drying and warming tendencies are expected to
result from an increased along-wind gradient in the
depth of the boundary layer that must accompany a
deepening layer.

For the above-stated reasons, and because some of the
distinctions we make among simulations are rather fine,
whereas the model grid is relatively coarse, we have
rerun individual simulations with slightly different initial
conditions so as to obtain another realization, or com-
pared different time periods (e.g., integrated the simu-
lations for 48 h in time). In all cases the features we
identify as meaningful are robust to such changes. Based
on the results of Matheou et al. (2011), we expect that
our results will be quantitatively affected by resolution,
but not qualitatively. A further check on the qualitative
robustness of the features we identify is provided
through the consistency of the qualitative response be-
tween the 12 K and 18 K simulations.

4. Cloud changes at constant humidity

Before discussing the differences between the control
and perturbed simulations, it is useful to note some basic
and common features to all the simulations. All of the
simulations produce a well-developed cloud layer, with
cloud base near 700 m, and clouds extending to a depth
of around 3 km (Fig. 4). The cloud layer has a thin cloud-
base layer where cloud fraction reaches a maximum
value of near 0.05 very near cloud base. Cloud fraction

FIG. 3. Initial profiles for liquid water potential temperature u‘, total water specific humidity
qt, and relative humidityH, showing the control (black), 12 K perturbed (dark gray), and 18 K
perturbed (light gray) simulations.
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• Note: While a uniform warming of theta is a reasonable first-order 
assumption and keeps the forcings in balance, it implies a decrease in EIS.



Our Simulations
• Based on a BOMEX-like case developed by Bellon & 

Stevens (2012), who used 10-day runs: 
• Exponentially increasing subsidence w/height, 
• Uniform “radiative” cooling of 2 K/day. 
• No cloud-radiation interactions. 
• No horizontal moisture advection. 

• We reformulated the case in terms of height and dry 
static energy (rather than θ) to be consistent w/SAM. 

• Our simulated BL height tends to be shallower and to 
take longer to reach equilibrium than Bellon & Stevens 
(2012). 

• Four simulation setups (all use same RH profile): 
• CTL: SST=300K, LTS=14.4K, EIS=-1.2K. 
• U4: Uniform warming (+4K) in dry static energy. 
• P4S: Moist adiabatic warming (SST+4K), reduced 

subsidence aloft balances heat budget. 
• RAD: 20% stronger “radiative” cooling. 

• All use warm rain Morrison microphysics w/Nd=100 cm-3.

and can reach large values (up to 100% cloud fraction and
100 g m22 LWP) because of the stratus deck that devel-
ops at the top of the shallow cumulus layer.

Figure 9 shows the LES subcloud conserved variables,
cloud base and inversion top, ABL growth rate, and
surface turbulent fluxes as a function of q0. As in Fig. 3,
LES stationary states are indicated by filled circles and
almost stationary variables in the unstable case are in-
dicated by open circles. The stationary ABL depth in-
creases with q0 (Fig. 9a), and the ABL growth is slow for
q0 5 10 g kg21. The well-mixed temperature is not
sensitive to q0 since it is tied to the SST (Fig. 9c). The
well-mixed humidity increases linearly with increasing
free-tropospheric humidity, by about 20% of the in-
crease in q0 (Fig. 9d). The surface sensible heat flux is
hardly sensitive to q0 (Fig. 9e). On the contrary, changes
in q0 cause large changes in the surface latent heat flux

(Fig. 9f): moistening the subcloud layer by increasing
q0 reduces evaporation. The ABL deepening with in-
creasing q0 and the instability of the layer in the case q0 5
10 g kg21 are not associated with increased surface
buoyancy flux as in the case of an increase of SST. Rather,
the deepening of the ABL is due to increased entrain-
ment at the cloud top associated with increased conden-
sation, since the ventilation of the ABL by the subsidence
is less and less efficient as the free troposphere gets
moister.

d. Sensitivity of a well-mixed ABL to
free-tropospheric humidity

We perform LES for an SST of 296 K and varying free-
tropospheric specific humidity, from 2 to 14 g kg21, with
a 2 g kg21 step. In all cases, the LES reaches a stationary
state. For q0 # 8 g kg21, this steady state is a well-mixed

FIG. 6. Stationary mean profiles of (left) liquid water potential temperature, (middle) total water mixing ratio, and (right) liquid water
mixing ratio for different values of free-tropospheric humidity q0, for SST 5 300 K. Reference free-tropospheric profiles are shown by
gray lines.

FIG. 7. Time evolution of 3-h-running-average (left) liquid water potential temperature, (middle) total water mixing ratio, and (right)
liquid water mixing ratio for q0 5 10 g kg21 (days 2–4).
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SST=300K

Bellon & Stevens (2012)

CTL
RAD U4

P4S

Initial
Profiles



Results
• BL deepens in 

warmer 
simulations. 

• Cloud-layer RH is 
almost unchanged 
in warmed runs. 

• Cloud base rises in 
warmer runs, as in 
Rieck et al (2012).
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More Results
• BL deepens in warmer runs and 

with increased BL cooling. 
• Cloud liquid water path (LWP) 

scales with BL height, largest in 
RAD simulation. 

• Cloud cover changes weak 
except for RAD decreases 
initially but then increases with 
further deepening. 

• CTL simulation becomes 
shallow. 

• Long time to reach equilibrium 
(>10 days).  A bit longer than 
Bellon & Stevens (2012).



Slow Manifold Interpretation
• These runs took a long time to 

reach equilibrium. 
• Clouds in the actual subtropics 

don’t have that long to reach 
their equilibrium depth, perhaps 
only a few days. 

• However, the internal adjustment 
of the boundary layer (in terms 
of cloud base height, surface 
fluxes, etc.) is much quicker, so 
let’s compare the responses as a 
function of inversion height. 

• This is the slow manifold 
approach of Bretherton et al 
(2010).
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Cloud Feedbacks on the Slow Manifold
• Make long runs that traverse a good range of BL heights. 
• Compare cloud and BL properties as a function of zinv.

Deep to Shallow

Shallow to Deep

Increased
subsidence
for days 1-3
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Diagnostic

Cloud Feedbacks on the Slow Manifold
• Daily-averages from day 4 onward collapse onto slow manifolds. 
• At a fixed inversion height, cloud amount and LWP go down. 
• However, deepening of 200-300m will offset these changes. 
• SWCRE computation is diagnostic: no cloud-radiation interactions. 
• Note that P4S and U4 cloud properties are similar on slow manifold.



0 0.05 0.1
0

0.5

1

1.5

2

2.5

cld frac

z 
[k

m
]

a)

0 5
x 10−6qcl [kg kg−1]

 
b)

50 100
relh

 

zclb

zinv+
zi

c) zinv=1450−1550 Avg.

What Controls Changes in LWP 
and SWCRE with warming?

• Cloud layer is slightly drier and has less liquid water near the 
inversion. 

• For a fixed inversion height, cloud base rises systematically, so 
that cloud depth decreases.
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Does cloud depth control LWP 
and SWCRE?

• Almost, but not quite. 
• Warmer runs have slightly weaker LWP, SWCRE for 

a given inversion height.

Diagnostic



Preliminary Conclusion
• SWCRE primarily controlled by cloud layer depth, with 

small weakening due to warming. 
• Note that changes in cloud layer depth are caused by 

interplay of entrainment, forcing and transient 
evolution. 

• … would need a GCM to understand how BL depth 
will change in a perturbed climate. 

• Next: Rieck et al suggests that BL deepening in a 
warmer climate is mainly induced by increased 
surface fluxes driving stronger entrainment, with a 
small contribution from a decreased buoyancy jump. 

• Let’s look at this in our simulations.



Despite much larger latent heat fluxes through 
the BL, the buoyancy flux and turbulence near 

the inversion are almost unchanged…
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Why do warmer runs entrain more strongly?
• Changes in buoyancy 

flux occur mostly in 
subcloud layer. 

• Weaker buoyancy 
jump induces 
stronger entrainment. 

• Buoyancy jump 
weakens due to more 
negative Δq/Δz 
across inversion. 

• In these simulations, 
efficiency of 
entrainment does not 
increase in a warmer 
climate.
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Conclusions
• Our basic results agree with Rieck et al (2012): 

- inversion moves higher with warming, and 
- cloud layer is drier when compared at a fixed 

inversion height. 
• We find: 

- weak positive feedbacks for a fixed inversion height, 
mainly due to the increased cloud base height, and 

- increasing cloud as the BL deepens suggest that 
Δzinv~250m offsets cloud reduction due to warming. 

• Increased entrainment in warmer climate is mainly 
driven by a reduced buoyancy jump across the 
inversion.



Complications
1. Our domain is relatively small, with Lx=Ly= 6.4 km. 
2. Cloud-radiation interactions could play a role in feedbacks. 
3. Climate-mediated changes in other quantities (radiation, 

wind speed, stability,…) could have a bigger impact on 
cloud than warming itself. 

4. At Barbados, cloud cover variations are dominated by 
deeper cloud, rather than the relatively shallow cumulus 
clouds studied here (Nuijens et al, 2014).  Cloud feedbacks 
might well be dominated by that type of cloud as well. 

5. GCMs don’t typically show inversion height increases in the 
trades with warming.  Why?  Possibilities: precipitation, poor 
representation of shallow cumulus (Nuijens et al, 2015), …


